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What is language
understanding?

Standard View

The meaning of a word is what | am
pointing to.

Distributional Hypothesis

The meaning of a word is how it is
used.




Masked language
models

MLMs are trained to predict missing
(deleted) words in context.
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Masked language
models

MLMs are trained to predict missing
in context.

No linguists
needed.
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No dictionaries,
grammars, or
annotations.




Still English after all
these years

While more than half of the NLP
research papers still focus
exclusively on English, we now have
both resources and models for
hundreds of languages, and we see
many product begin to support many
of these languages. That's great news
for all of us!
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Sanskrit Added to
Google Translate

8 Indian languages added in the latest update

Dia.Rekhi@timesgroup.com

Chennai: Google has added eight
Indian  languages including
Sanskrit to Google Translate, as
the internet firm continues to in-
crease the number of regional
languages supported by its online
multilingual translation service.
“Sanskrit is the number one,
most-requested language at Goog-
le Translate, and we are finally ad-
ding it,” Isaac Caswell, senior soft-
ware engineer, Google Research,
told ET in an exclusive interview.
“Wearealso adding the first lang-
uages from northeast
India, which is 3
another rather
under-repre-
sented place.” \
Apart from
Sanskrit, the
Indian lang-
uages in the
latest itera-
tion of Go-
ogle Trans-
late are Assa-
mese, Bhojpu-
ri, Dogri,
Konkani, Mait-
hili, Mizo and
Meiteilon (Mani-
puri), taking the
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ISAAC CASWELL senior

Software Engineer, Google Research

We have signifi-
I 4 cantly ciosedthe
gapfor atleastthe
scheduled languages
total number of Indian languages
supported by the service to19.

The announcement was made at
the annual Google conference 1/0
that began late on Wednesday
night. The latest update does not
cover all the 22 scheduled langua-
ges of India, as the company was
hoping, but
Caswell sa-
id: “We ha-
ve signifi-
cantly clo-
sed the gap
for at least
thescheduled

languages.”

All the
languages
that have
been added
intheupda-
te will only
| be suppor-
[ted in the
text transla-
tion feature.



Caveats

e The good news ignores performance and robustness disparities.
e One model and a few annotated corpora does not make for support.

e Some language classes are systematically ignored:
o Creole and pidgin languages
o Polysynthetic languages
o Sociolects and dialects
o Sign languages
e Still a long journey ahead.
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NLP may soon work for !l languages



NLP may soon work for some speakers for
languages



Sociolects

Gender

Age

Region

Race

Sexuality

Religion
Urbanicity

Level of education
Dyslexia
Subculture

Hmm...

IDK.

this email looks pretty susl




Fairness

NLP models are not equally good for
all people. For example, MLMs align
more with the lexical preferences of
young (less educated) white men (1).

Models Demographics Alignment
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Female Male Elder Female Young Female

! e the | !
i e a | —— i
love — ; so E— esstyle
would —— of would I rove
so —_— this is —_— cute
. was = . have — customer
F customer _— name love — my
alrnNess : = ol wi —_ b
dress - my was — to
husband =0 site had — it
are = wife are — )
order =i in L would
hhélve =n cheap we - for
NLP models are not equally good for P4 o not ordey — 38
L people. F le. MLMs ali na = @me ek = b
all people. For exampte, S align will o all thank = jvebsite
. . thank - again customer - horrible
more with the lexical preferences of for = me dress — issue
service o if easy - had
. | cute o what were - )
young (less educated) white men (1). it a selection am — ordered
items - ca happy = definitely
we = support do - are
friendly o its great = :
were = place n't - clothes
- using items - with
~ ordered = their friendly - is
disappointed = supplement you L get

(a) Female v.s. male (US English datasets). (b) Elder female v.s. young female (US English datasets).



Female Male Elder Female Young Female
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(a) Female v.s. male (US English datasets). (b) Elder female v.s. young female (US English datasets).

Trained On Danish French German UK English US English
Transfer Results F_l min F1 Fl min Fl F_l min F1 Fl min Fl F_l min F1
EMPIRICALRISK 5044 4695 4477 4134 41.73 38.61 50.21 46.53 47.22 4337
ERM-WILDS 50.69 47.18 45.02 4156 40.55 3795 50.76 4698 48.14 4341
GroupP-DRO 49.09 4497 4399 4091 41.19 3755 5023 4573 4593 41.13
DEEPCORAL 50.63 46.06 42.00 38.56 4151 38.00 49.84 46.13 4697 4352
OURS 5119 4730 45.09 41.83 4251 3927 51.13  47.09 4798 44.15




Rawlsian Fairness

Rawl's difference principle justifies
inequality as long as it improves the
absolute position for the least
advantaged group. This is most
widely adopted definition of fairness
in NLP/Al, if not the only one.

Why is it problematic?

Equality illustrated
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Rawlsian Fairness

Challenge

Any intervention, e.g,. research or the
development of a new technology,
has short-term and long-term
effects, is evaluated down the line.
Doing a proof-of-concept for English
or for may be
argued to help others down the line,
but what if it doesn't?

For example: What if the technology
is never scaled up? Or what if being
the first with it, is a huge market
advantage?

Equality illustrated
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Egalitarian Fairness

Equality illustrated
Nielsen: ‘After provisions are made
for common social (community)
values, for capital overhead to
preserve the society’'s productive
capacity and allowances are made
for differing unmanipulated needs
and preferences, the income and
wealth (the common stock of means) &5
is to be so divided that each person
will have a right to an equal share!

B Egdlitarians prefer  [l] Rawls prefers
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NLP for Special
Needs

What is unmanipulated needs, and
how does it translate into NLP
research?

Text simplification for dyslexics
NLP for language learners
NLP for medical diagnosing
Morphological analyzers for
polysynthetic languages
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