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What is language 
understanding?
Standard View

The meaning of a word is what I am 
pointing to. 

Distributional Hypothesis

The meaning of a word is how it is 
used. 



Masked language 
models
MLMs are trained to predict missing 
(deleted) words in context. 

Masked language models are used for search, machine translation, question answering, summarization, etc. 
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No linguists 
needed.

No dictionaries, 
grammars, or 
annotations.



Still English after all 
these years
While more than half of the NLP 
research papers still focus 
exclusively on English, we now have 
both resources and models for 
hundreds of languages, and we see 
many product begin to support many 
of these languages. That’s great news 
for all of us!



Caveats

● The good news ignores performance and robustness disparities. 
● One model and a few annotated corpora does not make for support. 
● Some language classes are systematically ignored: 

○ Creole and pidgin languages
○ Polysynthetic languages
○ Sociolects and dialects
○ Sign languages

● Still a long journey ahead. 



We’re in Zagreb searching for...

...jatetxe (EU) ...restaurants (EN)...éttermek (HU)
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NLP may soon work for some speakers for 
all languages



Sociolects
● Gender
● Age
● Region
● Race
● Sexuality
● Religion
● Urbanicity 
● Level of education
● Dyslexia
● Subculture



Fairness
NLP models are not equally good for 
all people. For example, MLMs align 
more with the lexical preferences of 
young (less educated) white men (!). 
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Worst-case-aware 
automated curriculum 
learning

Idea: Sample training data to 
minimize worst case loss. Results on 
predicting the star-rating of Trustpilot 
reviews across languages. Min-F1 is 
performance on minority group. 



Rawlsian Fairness
Rawl’s difference principle justifies 
inequality as long as it improves the 
absolute position for the least 
advantaged group. This is most 
widely adopted definition of fairness 
in NLP/AI, if not the only one. 

Why is it problematic?



Rawlsian Fairness
Challenge

Any intervention, e.g,. research or the 
development of a new technology, 
has short-term and long-term 
effects, is evaluated down the line. 
Doing a proof-of-concept for English 
or for young white men may be 
argued to help others down the line, 
but what if it doesn’t?

For example: What if the technology 
is never scaled up? Or what if being 
the first with it, is a huge market 
advantage?



Egalitarian Fairness
Nielsen: ‘After provisions are made 
for common social (community) 
values, for capital overhead to 
preserve the society’s productive 
capacity and allowances are made 
for differing unmanipulated needs 
and preferences, the income and 
wealth (the common stock of means) 
is to be so divided that each person 
will have a right to an equal share.’



NLP for Special 
Needs
What is unmanipulated needs, and 
how does it translate into NLP 
research?

● Text simplification for dyslexics
● NLP for language learners
● NLP for medical diagnosing
● Morphological analyzers for 

polysynthetic languages
● NLP in Refugee Camps?
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https://anderssoegaard.github.io/


